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THE NONCONFORMING VIRTUAL ELEMENT METHOD

BLANCA AYUSO DE DIOS, K. LIPNIKOV, AND GIANMARCO MANZINI

Abstract. We introduce the nonconforming Virtual Element Method (VEM) for the approximation of second order elliptic problems. We present the construction of the new element in two and three dimensions, highlighting the main differences with the conforming VEM and the classical nonconforming finite element methods. We provide the error analysis and establish the equivalence with a family of mimetic finite difference methods.

1. Introduction

Methods that can handle general meshes consisting of arbitrary polygons or polyhedra have received significant attention over the last years. Among them the mimetic finite difference (MFD) method that has been successfully applied to a wide range of scientific and engineering applications (see, for instance, [17, 28, 33, 29] and the references therein). However, the construction of high-order MFD schemes is still a challenging task even for two and three dimensional second order elliptic problems. For example, the two-dimensional MFD scheme in [7] could be seen as the high-order extension of the lower-order scheme given in [14]. A straightforward extension of [7] to three dimensions would lead to a clumsy discretization involving a huge number of degrees of freedom that ensure conformity of the approximation. By relaxing the conformity condition, a simpler MDF scheme has been proposed in [27] for three dimensional elliptic problems.

Very recently, in the pioneering work [9], the basic principles of the virtual element method (VEM) have been introduced. The VEM allows one to recast the MFD schemes [14, 7] as Galerkin formulations. The virtual element methodology generalizes the classical finite element method to mesh partitions consisting of polygonal and polyhedral elements of very general shapes including non-convex elements. In this respect, it shares with the MFD method the flexibility of mesh handling. Unlike the MFD method, the VEM provides a sound mathematical framework that allows to devise and analyze new schemes in a much simpler and elegant way. The name virtual comes from the fact that the local approximation space in each mesh polygon or polyhedra contains a space of polynomials together with some other functions that are solutions of particular partial differential equations. Such functions are never computed and similar to the MFD method, the VEM can be implemented using only the degrees of freedom and the polynomial part of the approximation space. We refer to [6] for the implementation details.

Despite of its infancy, the conforming VEM laid in [9] has been already extended to a variety of two dimensional problems: plate problems are studied in [16], linear elasticity in [10], mixed methods for $H(div; \Omega)$-approximations are introduced in [15], and very recently the VEM has been extended to simulations on discrete fracture networks [11]. In [2], further tools are presented that allow us to construct and analyze the conforming VEM for three dimensional elliptic problems. The definition of the three dimensional virtual element spaces in [2], requires the use of the two dimensional ones.
In this paper, we develop and analyze the nonconforming VEM for the approximation of second order elliptic problems in two and three dimensions. We show that the proposed method contains the MFD schemes from [27]. In contrast to the conforming VEM, our construction is done simultaneously for any dimension and any approximation order. To put this work in perspective, we present below a brief (non exhaustive) overview of nonconforming finite element methods.

1.1. **Overview of nonconforming finite element methods.** Nonconforming finite elements were first recognized as a *variational crime*; a term first coined by Strang in [36, 37]. In the case of second order elliptic problems, the approximation space has some continuity built in it, but still discrete functions are not continuous. Still, that relaxed continuity (or crime) has proved its usefulness in many applications, mostly related to continuum mechanics, in particular, for fluid flow problems [26, 34] (for moderate Reynolds numbers) and elasticity [22, 32].

The construction, analysis and understanding of nonconforming elements have received much attention since their first introduction for second order elliptic problems. In two dimensions, the design of schemes of order of accuracy $k \geq 1$ was guided by the patch-test, which enforces continuity at $k$ Gauss-Legendre points on edge. Due to different behavior of odd and even polynomials, the construction of schemes for odd and even $k$ is different, with the latter case demanding much more elaborated arguments. Furthermore, the shape of the elements (triangular or rectangular/quadrilateral) adds additional complexity to the construction of nonconforming elements [34] (the result of having an odd or even number of edges in the element leads to a different construction). For the Stokes problem with the Dirichlet boundary conditions, Crouzeix and Raviart proposed and analyzed the first order ($k = 1$) nonconforming finite element approximation of the velocity field in [21], which is now known as the Crouziex-Raviart element. The extension to degree $k = 3$ was given in [20], while the construction for degree $k = 2$ was introduced in [24]. In all cases, the inf-sup stable Stokes pair is formed by considering discontinuous approximation for the pressure of one degree lower.

Already in the 80’s, an equivalence between mixed methods and a modified version of nonconforming elements of odd degree has been established in [4, 30] and exploited in the analysis and implementation of the methods. The author of [19], inspired by [4], has studied the hybridization of the mixed Hellan-Herrmann-Johnson method (of any degree) for the approximation of a fourth order problem. As a byproduct of the analyzed postprocessing technique (that uses the gradient of the displacement which would play the role of the velocity field in the Stokes problem), a construction of nonconforming elements of any degree $k$ is provided. Again, this construction distinguishes between odd and even degrees. Although the details are for the fourth order problem, the strategy can be adapted to other elliptic problems. For $k = 1, 3$, the nonconforming element coincides with the construction given in [21, 20] for the Stokes problem. For even $k$, in addition to the moments of order $k - 1$ on each edge, an extra degree of freedom is required to ensure unisolvence. In the case $k = 2$ the resulting nonconforming local finite element space has the same dimension but is different to the one proposed in [24] where it is constructed by adding a nonconforming bubble to the second order conforming space.

Over the last years, further generalizations of the nonconforming elements have been still considered by several authors; always distinguishing between odd and even degrees. In [35, 5] a construction similar to the one given in [19] is considered for the Stokes problem. A rather
1. Main contributions. In this paper, we extend the virtual element methodology by developing in one-shot (no special cases) a nonconforming approximation of any degree for any spatial dimension and any element shape. For triangular meshes and $k = 1, 2$, the proposed nonconforming VEM has the same degrees of freedom as the related nonconforming finite element in [19]. For quadrilaterals and $k = 1$, the degrees of freedom are the same as that in [34]. The three main contributions of the present work are as follows.

(i) The nonconforming VEM is constructed for any order of accuracy and for arbitrarily-shaped polygonal or/and polyhedral elements. It also provides a simpler construction on simplicial meshes and quadrilateral meshes.

(ii) Unlike the conforming VEM [3], the nonconforming VEM is introduced and analyzed at once for two and three dimensional problems. This simplifies substantially its analysis and practical implementation.

(iii) We prove optimal error estimates in the energy norm and (for $k \geq 2$) in the $L^2$-norm. The analysis of the new method is carried out using techniques already introduced in [9, 10] and extending the results well known in the classical finite elements to the virtual approach. As the byproduct of our analysis, we provide the theory for the MFD schemes in [27].

To convey the main idea of our work in a better way and to keep the presentation simple, we consider the Poisson problem. However, all results apply (with minor changes) to more general second order problems with constant coefficients.

The outline of the paper is as follows. In Section 2 we formulate the problem and introduce the basic setting. In Section 3 we introduce the nonconforming VEM. Section 4 is devoted to the error analysis of the nonconforming approximation. In Section 5 we establish the connection with the nonconforming MFD method proposed in [27]. In Section 6 we offer some final remarks and discuss the perspectives for future work and developments.

2. Continuous problem and basic setting

In this section we present the basic setting and describe the continuous problem. To ease the presentation and give a clear view of the ideas we consider the Poisson problem the simple Poisson problem. However it is worth stressing that all the results in the present paper extend straightforwardly to more general second order problems with piecewise constant coefficients.

**NOTATION:** Throughout the paper, we use the standard notation of Sobolev spaces, cf. [1]. Moreover, for any integer $\ell \geq 0$ and a domain $D \in \mathbb{R}^m$ with $m \leq d$, $d = 2, 3$, $\mathbb{P}^\ell(D)$ is the space of polynomials of degree at most $\ell$ defined on $D$. We also adopt the convention that $\mathbb{P}^{-1}(D) = \{0\}$.

2.1. Continuous problem. Let the domain $\Omega$ in $\mathbb{R}^d$ with $d = 2, 3$ be a bounded open polytope with boundary $\partial \Omega$, e.g., a polygonal domain with straight boundary edges for $d = 2$ or a polyhedral domain with flat boundary faces for $d = 3$. Let $f$ be in $L^2(\Omega)$ and consider the simplest model problem:

\begin{align*}
-\Delta u &= f \quad \text{in } \Omega, \\
\quad u &= g \quad \text{on } \partial \Omega.
\end{align*}

Let $V_g = \{ v \in H^1(\Omega) : v|_{\partial \Omega} = g \}$ and $V = H^1_0(\Omega)$. The variational formulation of problem (2.1)-(2.2) reads as

(2.3) Find $u \in V_g$ such that: $a(u,v) = \langle f, v \rangle \forall v \in V,$

where the bilinear form $a : V \times V \to \mathbb{R}$ is given by

(2.4) $a(u,v) = \int_\Omega \nabla u \cdot \nabla v \, dx \quad \forall u, v \in V,$

and $\langle \cdot, \cdot \rangle$ denotes the duality product between the functional spaces $V'$ and $V$. The bilinear form in (2.4) is continuous and coercive with respect to the $H^1_0$-seminorm (which is a norm in $V$ by Poincare inequality); therefore Lax-Milgram theorem ensures the well posedness of the variational problem and, therefore, the existence of a unique solution $u \in V$ to (2.3).

2.2. Basic setting. We describe now the basic assumptions of the mesh partitioning and introduce some further functional spaces.

Let $\{T_h\}_h$ be a family of decompositions $\Omega$ into elements, $K$ and let $E_h$ denote the skeleton of the partition, i.e., the set of edges/faces of $T_h$. By $E^o_h$ and $E_{\partial}^h$ we will refer to the set of interior and boundary edges/faces, respectively. Following [9, 3] we make the following assumptions on the family of partitions:

(A0) Assumptions on the family of partitions $\{T_h\}_h$: we assume that there exists a positive $\varrho > 0$ such that

- for every element $K$ and for every edge/face $e \subset \partial K$, we have: $h_e \geq \varrho h_K$,
- every element $K$ is star-shaped with respect to all the points of a sphere of radius $\geq \varrho h_K$;
- for $d = 3$, every face $e \in E^o_h$ is star-shaped with respect to all the points of a disk having radius $\geq \varrho h_e$.

The maximum of the diameters of the elements $K \in T_h$ will be denoted by $h$. For every $h > 0$, the partition $T_h$ is made of a finite number of polygons or polyhedra.

We introduce the broken Sobolev space for any $s > 0$

$$H^s(T_h) = \prod_{K \in T_h} H^s(K) = \{ v \in L^2(\Omega) : v|_K \in H^s(K) \}, \quad s > 0,$$

and define the broken $H^s$-norm

$$\|v\|^2_{s, T_h} := \sum_{K \in T_h} \|v\|^2_{s, K} \quad \forall v \in H^s(T_h),$$

and for $s = 1$ the broken $H^1$-seminorm

(2.5) $\|v\|^2_{1, h} := \sum_{K \in T_h} \|\nabla v\|^2_{0, K} \quad \forall v \in H^1(T_h).$

Let $e \subset \partial K^+ \cap \partial K^-$ be an edge/face in $E^o_h$. For $v \in H^1(T_h)$, by $v^\pm$ we denote the trace of $v|_K$ on $e$ taken from within the element $K^\pm$ and by $n^\pm_e$ we denote the unit normal on $e$ in the outward direction with respect to $K^\pm$. We then define the jump operator as:

(2.6) $[v] := v^+ n^+_e + v^- n^-_e \quad \text{on } e \in E^o_h \quad \text{and} \quad [v] := v n_e \text{ on } e \in E^0_h,$
where on boundary edges/faces we have defined it as the normal component of the trace of $v$.

It is convenient to introduce a space (subspace of $H^1(\mathcal{T}_h)$) with some continuity built in. For an integer $k \geq 1$, we define

$$\mathcal{H}^{1,\text{nc}}(\mathcal{T}_h; k) = \left\{ v \in H^1(\mathcal{T}_h) : \int_e [v] \cdot \mathbf{n}_e q \, ds = 0 \quad \forall q \in P^{k-1}(e), \quad \forall e \in \mathcal{E}_h \right\}. \quad (2.7)$$

Although for discontinuous functions $|\cdot|_{1,h}$ is only a semi-norm, for $v \in V = H^1_0(\Omega)$ and $v \in \mathcal{H}^{1,\text{nc}}(\mathcal{T}_h)$ it is indeed a norm. In fact, a standard application of the results in [12] shows that a Poincare inequality holds for functions in $\mathcal{H}^{1,\text{nc}}(\mathcal{T}_h)$ (already with $k = 1$), i.e., there exists a constant $C_P > 0$ independent of $h$ such that

$$\|v\|_{0,\mathcal{T}_h}^2 \leq C_P |v|_{1,h}^2 \quad \forall v \in \mathcal{H}^{1,\text{nc}}(\mathcal{T}_h). \quad (2.8)$$

Therefore with a small abuse of notation we will refer to the broken semi-norm as a norm.

**Remark 2.1.** The space $\mathcal{H}^{1,\text{nc}}(\mathcal{T}_h; 1)$ (i.e., $k = 1$), is the space with minimal required continuity to ensure that the analysis can be carried out.

Finally, the bilinear form $a(\cdot, \cdot)$ can be split as:

$$a(u, v) = \sum_{K \in \mathcal{T}_h} a^K(u, v) \quad \text{where} \quad a^K(u, v) = \int_K \nabla u \cdot \nabla v \, dx \quad \forall u, v \in V. \quad (2.9)$$

3. **Non-conforming virtual element method**

In this section we introduce the nonconforming virtual finite element method for the model problem (2.1)-(2.2) which we will write as a Galerkin approximation:

$$\text{Find } u_h \in V_{h,g}^k \text{ such that: } a_h(u_h, v_h) = \langle f_h, v_h \rangle \quad \forall v_h \in V_{h,g}^k, \quad (3.1)$$

where $V_{h,g}^k \subset \mathcal{H}^{1,\text{nc}}(\mathcal{T}_h; k)$ is the global nonconforming virtual space; $V_{h,g}^k$ is the affine space required by the numerical treatment of the Dirichlet boundary conditions, $a_h$ and $\langle f_h, \cdot \rangle$ are the nonconforming approximation to the bilinear form $a$ and the linear functional $\langle f, \cdot \rangle$.

We start by describing the local and global nonconforming virtual finite element spaces (denoted by $V_{h}^k(K)$ and $V_{h,g}^k$ respectively). We then construct the discrete bilinear form $(a_h(\cdot, \cdot))$ and right hand side ($f_h$), discussing also their main properties for the analysis of the resulting approximation. Throught the whole section, we follow the basic ideas given in [9, 3], trying to highlight the main differences in the present case.

3.1. **The local nonconforming virtual element space** $V_{h}^k(K)$. We need to introduce some further notation. For a simple polygon or polyhedra $K$ with $n$ edges/faces we denote by $x_K$ its center of gravity, by $|K|$ its $d$-dimensional measure (area for $d = 2$, volume for $d = 3$) and by $h_K$ the diameter of the element $K$. Similarly, for each edge/face $e \subset \partial K$, we denote by $x_e$ the midpoint/barycenter of the edge/face, by $|e|$ its measure and by $h_e$ the diameter of the edge/face. As before, $\mathbf{n}_K$ denotes the outward unit normal on $\partial K$ and $\mathbf{n}_e$ refers to the outward unit normal on $e$.

We define for $k \geq 1$ the finite dimensional space $V_{h}^k(K)$ associated to the polygon/polyhedra $K$: 
Figure 3.1. Degrees of freedom of a triangular cell for $k = 1, 2, 3, 4$; edge moments are marked by a circle; cell moments are marked by a square.

\[(3.2) \quad V_h^k(K) = \{ v \in H^1(K) : \frac{\partial v}{\partial n} \in \mathbb{P}^{k-1}(e) \ \forall e \subset \partial K, \ \Delta v \in \mathbb{P}^{k-2}(K) \},\]

with the usual convention that $\mathbb{P}_{-1}(K) = \{0\}$.

For $k = 1$, $V_h^1(K)$ consists of functions $v$ whose normal derivative $\frac{\partial v}{\partial n}$ is constant on each $e \subset \partial K$ (and different on each $e$) and inside $K$ are harmonic (i.e., $\Delta v = 0$). This characterization seems to give $n + 1$ conditions, but a closer look reveals that we are precisely imposing $n$ conditions. The reason is that a harmonic function in $V_h^1(K)$ can be uniquely determined by adding the solvability condition $\int_{\partial K} \frac{\partial v}{\partial n} = 0$ which gives $\sum_{e \subset \partial K} \int_e \frac{\partial v}{\partial n} = 0$ and reduces by 1 the number of conditions, hence $n + 1 - 1 = n$.

For $k = 2$, the space $V_h^2(K)$ is made of functions for which the normal derivative along the edges/faces $e \subset \partial K$ is a linear polynomial and inside $K$, $\Delta v$ is constant. A simple counting reveals then that the dimension of $V_h^2(K)$ is $dn + 1$.

For each polygon/polyhedra $K$, the dimension of $V_h^k(K)$ is given by

\[(3.3) \quad N_K = \begin{cases} nk + (k - 1)k/2 & \text{for } d = 2, \\ nk(k + 1)/2 + (k - 1)k(k + 1)/6 & \text{for } d = 3. \end{cases}\]

Let $s = (s_1, \ldots, s_d)$ be a $d$-dimensional multi-index with the usual notation that $|s| = \sum_{i=1}^d s_i$ and $x^s = \prod_{i=1}^d x_i^{s_i}$ where $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$. For $\ell \ge 0$, the symbols $\mathcal{M}^\ell(e)$ and $\mathcal{M}^\ell(K)$ respectively denote the set of scaled monomials on $e$ and $K$:

\[(3.4) \quad \mathcal{M}^\ell(e) = \left\{ \left( \frac{x - x_e}{h_e} \right)^s, \ |s| \le \ell \right\} \quad \text{and} \quad \mathcal{M}^\ell(K) = \left\{ \left( \frac{x - x_K}{h_K} \right)^s, \ |s| \le \ell \right\}.\]

In $V_h^k(K)$ we can choose the following degrees of freedom:

(i): all the moments of $v_h$ of order up to $k - 1$ on each edge/face $e \subset \partial K$:

\[(3.5) \quad \mu_e^{k-1}(v_h) = \left\{ \frac{1}{|e|} \int_e v_h \ m \ ds, \ \forall m \in \mathcal{M}^{k-1}(e) \right\} \ \forall e \subset \partial K;\]

(ii): all the moments of $v_h$ of order up to $k - 2$ on $K$:

\[(3.6) \quad \mu_K^{k-2}(v_h) = \left\{ \frac{1}{|K|} \int_K v_h \ m \ dx, \ \forall m \in \mathcal{M}^{k-2}(K) \right\}.\]
Figure 3.2. Degrees of freedom of a quadrilateral cell for $k = 1, 2, 3, 4$; edge moments are marked by a circle; cell moments are marked by a square.

Figure 3.3. Degrees of freedom of a hexagonal cell for $k = 1, 2, 3, 4$; edge moments are marked by a circle; cell moments are marked by a square.

Figure 3.4. Degrees of freedom of a tetrahedral cell for $k = 1, 2, 3, 4$; face moments are marked by a circle; cell moments are marked by a square. The numbers indicate the number of degrees of freedom (1 is not marked in the plot for $k = 1$).

For $k = 1, 2, 3, 4$, the degrees of freedom are shown in 2D for a triangular, a quadrilateral and an hexagonal element in Figs. 3.1-3.3, and in 3D for a tetrahedral and a cubic element in Figs.3.4-3.5.
Figure 3.5. Degrees of freedom of a cubic cell for \( k = 1, 2, 3, 4 \); face moments are marked by a circle; cell moments are marked by a square. The numbers indicate the number of degrees of freedom (1 is not marked in the plot for \( k = 1 \)).

Observe that the dimension \( N_K \) given by (3.3) coincides with the total number of degrees of freedom defined in (3.5)-(3.6). They are indeed unisolvent for the local space \( V_h^k(K) \) as we show next:

**Lemma 3.1.** Let \( K \) be a simple polygon/polyhedra with \( n \) edges/faces, and let \( V_h^k(K) \) be the space defined in (3.2) for any integer \( k \geq 1 \). The degrees of freedom (3.5)-(3.6) are unisolvent for \( V_h^k(K) \).

**Proof.** Notice, that we cannot proceed as for the unisolvence proofs in classical finite elements, since \( V_h^k(K) \) would contain typically functions that are not polynomial. Still we need to show that for any \( v_h \in V_h^k(K) \) such that

\[
\mu_{e}^{k-1}(v_h) = 0 \quad \forall e \subset \partial K \quad \text{and} \quad \mu_{K}^{k-2}(v_h) = 0
\]

then \( v_h \equiv 0 \). To do so, we use Divergence Theorem (with \( v_h \in V_h^k(K) \) and so \( \frac{\partial v_h}{\partial n} \in P^{k-1}(e) \) on each \( e \subset \partial K \) and \( \Delta v \in P^{k-2}(K) \)) to get

\[
\int_K |\nabla v_h|^2 dx = -\int_K v_h \Delta v_h dx + \sum_{e \in \partial K} \int_{e} v_h \frac{\partial v_h}{\partial n} ds = 0,
\]

where we have set the right hand side equal to zero using the fact that the degrees of freedom of \( v_h \) vanish (3.7). Hence \( \nabla v_h = 0 \) in \( K \) and so \( v_h = \text{constant in } K \). But, since \( \mu_{e}^{0}(v_h) = 0 \) (the zero-order moment on each \( e \subset \partial K \) vanish), we deduce \( v_h \equiv 0 \) in \( K \). \( \square \)

**Remark 3.2.** The degrees of freedom of the method (3.5)-(3.6) are defined by using the monomials in \( M^{k-1}(e) \) and \( M^{k-2}(K) \) as basis functions for the polynomial spaces \( P^{k-1}(e) \) and \( P^{k-2}(K) \). This special choice of the basis functions gives the method an inherent hierarchical structure with respect to \( k \), which may be useful for an efficient implementation. However, the construction of the element is independent of such choice and, in principle, any other basis (properly defined and scaled) could be used to define the degrees of freedom.

**3.2. The global nonconforming virtual element space \( V_h^k \).** We now introduce the nonconforming (global) virtual element space \( V_h^k \) of order \( k \). For every decomposition \( T_h \) into elements \( K \) (polygons or polyhedra) and for every \( K \in T_h \), we consider the local space \( V_h^k(K) \) with \( k \geq 1 \) as defined in (3.2). Then, the global nonconforming virtual element space
where polynomial \( w \) (3.13) regularity constant \( \varrho \) approximation properties. Thus, for every \( A_0 \) shaped elements satisfying \( K \) on \( \pi(K) \) exists a local polynomial approximation \( w \) Local approximation. In view of the mesh regularity assumptions (briefly recall both for completeness of exposition and future reference in the paper.

Following essentially [9, 3] we can define an interpolation operator Interpolation error. requiring an explicit construction of basis functions for \( V \) in \( V \). In the latter case, the discussion is similar as for conforming \( \pi \) having optimal approximation properties. The idea is to use the dofs but without \( \pi \) taking: (3.12) \( \mu \) of order up to \( h \) on each \( d \)-dimensional element \( K \) in \( T \):

As it happens for the local space \( V^k(K) \), the dimension \( N^{\text{tot}} \) given in (3.10) coincides with the total number of degrees of freedom (3.11)-(3.12). The unisolvence for the local space \( V^k(K) \) given in Lemma 3.1, implies simply the unisolvence for the global space \( V^k \). Since the proof is essentially the same, we omit it for conciseness.

3.3. **Approximation properties.** Following [9], we now revise the local approximation properties by polynomial functions and functions in the virtual nonconforming space. In the former case, the approximation is obviously exactly the same as for standard and classical finite elements. In the latter case, the discussion is similar as for conforming VEM. We briefly recall both for completeness of exposition and future reference in the paper.

**Local approximation.** In view of the mesh regularity assumptions (A1)-(A3), there exists a local polynomial approximation \( \omega_x \in \mathbb{P}^k(K) \) for every smooth function \( w \) defined on \( K \). According to [13] for star-shaped elements and the generalization to the general shaped elements satisfying (A0) found in [8, Section 1.6], the polynomial \( \omega_x \) has optimal approximation properties. Thus, for every \( w \in H^s(K) \) with \( 2 \leq s \leq k + 1 \) there exists a polynomial \( \omega_x \) in \( \mathbb{P}^k(K) \) such that

\[
\|w - \omega_x\|_{0,K} + h_K\|w - \omega_x\|_{1,K} \leq Ch^s_K\|w\|_{s,K} \quad w \in H^s(K), \quad 2 \leq s \leq k + 1,
\]

where \( C \) is a positive constant that only depends on the polynomial degree \( k \) and the mesh regularity constant \( \varrho \).

**Interpolation error.** Following essentially [9, 3] we can define an interpolation operator in \( V^k \) having optimal approximation properties. The idea is to use the dofs but without requiring an explicit construction of basis functions for \( V^k \) associated to those dofs, since, unlike for classical fem, this is not needed for implementing or constructing the method. We assume that we have numbered the degrees of freedom (3.11)-(3.12) from \( i = 1, \ldots, N_{T_h} \), and that we have the canonical basis associated or induced by them (even if we do not compute
such basis!). We denote by \( \chi_i \) the operator that to each smooth enough function \( \phi \) associates the \( i-th \) degree of freedom
\[
(3.14) \quad v \mapsto \chi_i(v) = i-th \ degree \ of \ freedom \ of \ v \quad \forall i = 1, \ldots, N_{\mathcal{T}_h},
\]
and the “canonical” virtual basis functions \( \psi_i \) of \( V_h^k \) satisfying the condition \( \chi_i(\psi_j) = \delta_{ij} \) for \( i, j = 1, \ldots, N_{\mathcal{T}_h} \). Then, from the previous construction of the space, it follows easily that for any \( v \in H^{1,nc}(\mathcal{T}_h; k) \), there exists some \( v_I \in V_h^k \) such that
\[
(3.15) \quad \chi_i(v - v_I) = 0 \quad \forall i = 1, \ldots, N_{\mathcal{T}_h}.
\]
All this is enough to guarantee that we can apply the classical results of approximation. In particular, we have that there exists a constant \( C > 0 \), independent of \( h \) such that for every \( h > 0 \), every \( K \in \mathcal{T}_h \), every \( s \) with \( 2 \leq s \leq k + 1 \) and every \( v \in H^s(K) \) the interpolant \( v_I \in V_h^k \) given in (3.15) satisfies:
\[
(3.16) \quad \|v - v_I\|_{0,K} + h_K|v - v_I|_{1,K} \leq Ch_h^s|v|_{s,K}.
\]
The proof of the above approximation result can be done proceeding as for classical finite elements (see for instance [38] which can be used taking also into account (2.8)).

3.4. Construction of \( a_h \). We now tackle the second part of the definition of the nonconforming virtual discretization (3.1). The goal is to define a suitable symmetric discrete bilinear form \( a_h : V_h^k \times V_h^k \rightarrow \mathbb{R} \) enjoying good stability and approximation properties, and ensuring at the same time that the defined bilinear form \( a_h(\cdot, \cdot) \) is indeed computable over functions in \( V_h^k \). We first split \( a_h(\cdot, \cdot) \) as we did for \( a(\cdot, \cdot) \) in (2.9): 
\[
a_h(u_h, v_h) = \sum_{K \in \mathcal{T}_h} a_h^K(u_h, v_h) \quad \forall u_h, v_h \in V_h^k,
\]
with \( a_h^K : V_h^k(K) \times V_h^k(K) \rightarrow \mathbb{R} \) denoting the restriction to the local space \( V_h^k(K) \). We now look at the local construction of \( a_h^K(\cdot, \cdot) \).

We start by noticing that on each element \( K \), for \( p \in \mathbb{P}_k(K) \) and \( v_h \in V_h^k(K) \) one can compute exactly \( a^K(p, v_h) \) by using only the local dofs given in (3.5)-(3.6). In fact, since
\[
(3.17) \quad a^K(p, v_h) = \int_K \nabla p \cdot \nabla v_h \, dx = -\int_K v_h \Delta p \, dx + \int_{\partial K} v_h \frac{\partial p}{\partial n} \, dx,
\]
one only needs to observe that the two integrals on the right hand side above are determined exactly from the dofs (3.5)-(3.6), without requiring any further explicit knowledge of the function \( v_h \) in \( K \).

To construct now \( a_h(\cdot, \cdot) \), always following [3] we first define a projection operator that can be thought of as the Ritz-Galerkin projection in the classical finite elements. Let \( \Pi^\nabla : H^1(K) \rightarrow \mathbb{P}_k(K) \) be defined by
\[
(3.18) \quad \int_K \nabla (\Pi^\nabla_K(v_h) - v_h) \nabla q \, dx = 0 \quad \forall q \in \mathbb{P}_k(K), v_h \in V_h^k(K)
\]
**together with the condition**
\[
(3.19) \quad \int_{\partial K} (\Pi^\nabla_K(v_h) - v_h) \, ds = 0 \quad \text{if } k = 1,
\]
\[
(3.20) \quad \int_K (\Pi^\nabla_K(v_h) - v_h) \, dx = 0 \quad \text{if } k \geq 2.
\]
Note that $\Pi^V(v)$ is indeed computable for any $v \in V_h^k$ from the degrees of freedom (3.5)-(3.6) in view of the observation (3.17) and the symmetry of the bilinear form. Note also that $\Pi^V$ is the identity operator on $\mathbb{P}^k(K)$, i.e., $\Pi^V(\mathbb{P}^k(K)) = \mathbb{P}^k(K)$.

We then define

$$a_h^K(u_h, v_h) = a^K(\Pi_K^V(u_h), \Pi_K^V(v_h)) + S^K(u_h - \Pi_K^V(u_h), v_h - \Pi_K^V(v_h)) \quad \forall u, v \in V_h^k(K),$$

where the term $S^K(\cdot, \cdot)$ is a symmetric bilinear form whose matrix representation in the canonical basis functions $\{\psi_i\}$ of $V_h^k(K)$ is spectrally equivalent to the identity matrix scaled by the factor $\gamma_K$ defined as:

$$\gamma_K = h^{d-2}.$$  

Thus, for every function $v_h$ in $V_h^k(K)$, it holds that

$$S^K(v_h, v_h) \simeq h^{d-2} v_h^t v_h$$

where $v_h$ is the vector collecting the degrees of freedom of $v_h$. The scaling of $S^K$ guarantees that

$$c^* a^K(v_h, v_h) \leq S^K(v_h, v_h) \leq c a^K(v_h, v_h) \quad \forall v_h \in \ker(\Pi_K^V),$$

for some positive constants $c_*$ and $c^*$ independent of $h$.

We now show that the construction of $a_h^K(\cdot, \cdot)$ guarantees the usual consistency and stability properties in VEM:

**Lemma 3.3.** For all $h > 0$ and for all $K \in T_h$, the bilinear form $a_h^K(\cdot, \cdot)$ defined in (3.21) satisfies the following consistency (with respect to polynomials $\mathbb{P}^k(K)$) and stability properties:

- $k$-Consistency:

$$a_h^K(p, v_h) = a^K(p, v_h) \quad \forall p \in \mathbb{P}^k(K), \forall v_h \in V_h^k(K).$$

- Stability: there exists two positive constants $\alpha_*$ and $\alpha_*$ independent of mesh size $h$ but depending on the shape regularity of the partition such that

$$\alpha_* a^K(v_h, v_h) \leq a_h^K(v_h, v_h) \leq \alpha a^K(v_h, v_h) \quad \forall v_h \in V_h^k(K).$$

**Proof.** The $k$-consistency property in (3.25) follows immediately from definition (3.21) and the fact that $\Pi_K^V$ is the identity operator on $\mathbb{P}^k(K)$. Since $\Pi^V \mathbb{P}^k(K) = \mathbb{P}^k(K)$, it follows that $S^K(p - \Pi_K^V(p), v_h - \Pi_K^V(v_h)) = 0$, and so using the definition of $\Pi^V$ and the definition (3.21) we have for every $p \in \mathbb{P}^k(K)$ and every $v_h \in V_h^k(K)$,

$$a_h^K(p, v_h) = a^K(\Pi_K^V(p), \Pi_K^V(v_h)) = a^K(\Pi_K^V(p), v_h) = a^K(p, v_h)$$

which gives (3.25) and proves the $k$-consistency property.

To show (3.26), from the definition of $a_h^K(\cdot, \cdot)$ given in (3.21), the symmetry and (3.24), we have

$$a_h^K(v_h, v_h) \leq a^K(\Pi_K^V(v_h), \Pi_K^V(v_h)) + c_* a^K(v_h - \Pi_K^V(v_h), v_h - \Pi_K^V(v_h))$$

$$\leq \max(1, c_*) (a^K(\Pi_K^V(v_h), \Pi_K^V(v_h)) + a^K(v_h - \Pi_K^V(v_h), v_h - \Pi_K^V(v_h)))$$

$$= \alpha_* a^K(v_h, v_h),$$
and
\[ a^K_h(v_h, v_h) \geq a^K(\Pi_K^*(v_h), \Pi_K^*(v_h)) + c^* a^K(v_h - \Pi_K^*(v_h), v_h - \Pi_K^*(v_h)) \]
\[ \geq \min(1, c^*) (a^K(\Pi_K^*(v_h), \Pi_K^*(v_h)) + a^K(v_h - \Pi_K^*(v_h), v_h - \Pi_K^*(v_h))) \]
\[ = \alpha_s a^K(v_h, v_h), \]
which shows (3.26) with \( \alpha_s = \min(1, c^*) \) and \( \alpha^* := \max(1, c_s) \) and concludes the proof. \( \square \)

Cauchy-Schwarz inequality, together with (3.26) and the boundness of the local continuous bilinear form give
\[ a^K_h(u_h, v_h) \leq (a^K_h(u_h, u_h))^{1/2} (a^K(v_h, v_h))^{1/2} \leq \alpha^* (a^K_h(u_h, u_h))^{1/2} (a^K(v_h, v_h))^{1/2} \]
(3.27)
\[ = \alpha^* \|\nabla u_h\|_{0,K} \|\nabla v_h\|_{0,K} \ \forall \ u_h, v_h \in V_h^K(K), \]
which establishes the continuity of \( a^K_h \).

### 3.5. Construction of the right-hand-side.

The forcing term is constructed in the same way as it is done for the conforming VEM. The idea is to use, whenever is possible, the degrees of freedom (3.12) to compute exactly \( f_h \). Denoting by \( \mathcal{P}_K^\ell : L^2(K) \rightarrow \mathbb{P}^\ell(K) \) the \( L^2 \)-orthogonal projection onto the space \( \mathbb{P}^\ell(K) \) for \( \ell \geq 0 \), we define \( f_h \) at the element level by:

\[ (f_h)|_K := \begin{cases} \mathcal{P}_K^0(f) & \text{for } k = 1, \\ \mathcal{P}_K^{k-2}(f) & \text{for } k \geq 2. \end{cases} \forall K \in \mathcal{T}_h. \]

(3.28)

In the above definition for \( k \geq 2 \), the right hand side \( \langle f_h, v_h \rangle \) is fully computable for functions in \( V_h^K \) since:
\[ \langle f_h, v_h \rangle := \sum_K \int_K \mathcal{P}_K^{k-2}(f) v_h dx = \sum_K \int_K f \mathcal{P}_K^{k-2}(v_h) dx. \]

which is readily available from (3.12).

For \( k = 1 \), for each \( K \in \mathcal{T}_h \) we first define:
\[ \tilde{v}_h|_K := \frac{1}{n} \sum_{e \in \partial K} \frac{1}{|e|} \int_e v_h ds \approx \mathcal{P}_K^0(v_h), \]
(3.29)

and notice that \( \tilde{v}_h|_K \) is a first order approximation to \( \mathcal{P}_K^0(v_h) = \frac{1}{|K|} \int_K v_h dx \); i.e., \( |\tilde{v}_h|_K - \mathcal{P}_K^0(v_h)| \leq C h |v|_{1,K} \). Then, the idea is to use \( \tilde{v}_h \) to compute the approximation of the right hand side:
\[ \langle f_h, \tilde{v}_h \rangle := \sum_K \int_K \mathcal{P}_K^0(f) \tilde{v}_h dx \approx \sum_K |K| \mathcal{P}_K^0(f) \mathcal{P}_K^0(v_h). \]

Notice that the computation of the right most term above would require the knowledge of the average values of \( v_h \) on each element \( K \) and such information, in principle is not available. Therefore, we approximate \( \mathcal{P}_K^0(v_h) \) by using the numerical quadrature rule defined by \( \tilde{v}_h \) that only uses the moments \( \mu_e^0(v_h) \) defined in (3.5).
Furthermore, in both cases \( k \geq 2 \) and \( k = 1 \), an estimate for the error in the approximation is already available by using the definition of the \( L^2 \)-projection, Cauchy-Schwarz and standard approximation estimates [18]. For \( k \geq 2 \) and \( s \geq 1 \) one easily has

\[
|\langle f, v_h \rangle - \langle f_h, v_h \rangle| = \left| \sum_K \int_K (f - \mathcal{P}_K^{k-2}(f)) v_h \, dx \right|
\]

\[
= \left| \sum_K \int_K (f - \mathcal{P}_K^{k-2}(f)) (v_h - \mathcal{P}_K^0(v_h)) \, dx \right|
\]

\[
\leq \| (f - \mathcal{P}_K^{k-2}(f))\|_{0,T_h} \| (v_h - \mathcal{P}_K^0(v_h))\|_{0,T_h}
\]

\[
\leq C h^{\min(k,s)} \| f \|_{s-1,T_h} v_h |_{1,h}
\]

For \( k = 1 \), the definition of \( f_h \) together with using repeatedly the definition of the \( L^2 \)-projection, Cauchy-Schwarz inequality and standard approximation estimates, give

\[
|\langle f, v_h \rangle - \langle f_h, \tilde{v}_h \rangle| = \left| \sum_K \int_K (f \, v_h - \mathcal{P}_K^0(f) \tilde{v}_h) \, dx \right|
\]

\[
\leq \left| \sum_K \int_K (f - \mathcal{P}_K^0(f)) \, v_h \right| + \left| \int_K \mathcal{P}_K^0(f) \, (v_h - \tilde{v}_h) \, dx \right|
\]

\[
\leq \| (\mathcal{P}_K^0(f) - f) \|_{0,T_h} \| (\mathcal{P}_K^0(v_h) - v_h) \|_{0,T_h} + C h \| f \|_{0,\Omega} v_h |_{1,h}
\]

\[
\leq C h^{\min(k,s)} \| f \|_{s-1,T_h} v_h |_{1,h} + C h \| f \|_{0,\Omega} v_h |_{1,h}
\]

3.6. **Construction of the boundary term.** In the case of non-homogenous Dirichlet boundary conditions, we need to construct the corresponding boundary term. We define \( g_h := \mathcal{P}_e^{k-1}(g) \) and observe that in view of the degrees of freedom (3.11), with such definition the boundary term will be fully computable. Indeed,

\[
\int_{\mathcal{E}_h^g} g_h v_h \, ds = \sum_{e \in \mathcal{E}_h^g} \int_e \mathcal{P}_e^{k-1}(g) v_h \, ds = \sum_{e \in \mathcal{E}_h^g} \int_e g \mathcal{P}_e^{k-1}(v_h) \, ds \quad \forall v_h \in V_h^k.
\]

### 4. Error Analysis

In this section we present the error analysis, in the energy and \( L^2 \)-norms, for the nonconforming virtual element approximation (3.1) to the model problem (2.3).

We start by noticing that the nonconformity of our discrete approximation space \( V_h^k \subset H^{1,nc}(T_h;k) \subsetneq H^1(\Omega) \) introduces a kind of *consistency error* in the approximation to the solution \( u \in V \). In fact it should be noticed that using (2.9) together with standard integration by parts give

\[
a(u, v) = \sum_{K \in T_h} \int_K - (\Delta u) v \, dx + \sum_{K \in T_h} \int_{\partial K} \frac{\partial u}{\partial n_K} v \, ds
\]

\[
= (f, v) + \mathcal{N}_h(u, v) \quad \forall v \in H^{1,nc}(T_h; 1).
\]
For \( u \in H^s(\Omega), \ s \geq 3/2 \), the term \( N_h \) can be rewritten as (using (2.6))

\[
N_h(u, v) = \sum_{K \in T_h} \int_{\partial K} \frac{\partial u}{\partial n_k} v \, ds = \sum_{e \in \mathcal{E}_h} \int_e \nabla u \cdot [v] \, ds.
\]  

(4.2)

The term \( N_h \) measures the extent to which the continuous solution \( u \) fails to satisfy the virtual element formulation (3.1). In that respect, it could be regarded as a consistency error although it should be noted that such inconsistency here (as for classical nonconforming FEM) is due to the fact that the test functions \( v_h \in V_h \not\subseteq V \), and therefore an error arises when using the variational formulation of the continuous solution (2.3).

We now provide an estimate for the term measuring the nonconformity. We have the following result

**Lemma 4.1.** Assume (A0) is satisfied. Let \( k \geq 1 \) and let \( u \in H^{s+1}(\Omega) \) with \( s \geq 1 \) be the solution of (2.3). Let \( v \in H^{1, nc}(T_h; 1) \) as defined in (2.7). Then, there exists a constant \( C > 0 \) depending only on the polynomial degree and the mesh regularity such that

\[
|N(u, v)| \leq C h^{\min(s, k)} \|u\|_{s+1, \Omega} \|v\|_{1, h}
\]  

(4.3)

where \( N_h(u, v) \) is defined in (4.2).

**Proof.** The proof follows along the same line as the one for classical nonconforming methods. We briefly report it here for the sake of simplicity. From the definition of the space \( H^{1, nc}(T_h; k) \) with \( k = 1 \), the definition of the \( L^2(e) \)-projection and Cauchy-Schwarz we find

\[
|N_h(u, v_h)| = \left| \sum_{e \in \mathcal{E}_h} \int_e \left( \nabla u - P_{e}^k - 1(\nabla u) \cdot [v_h] \right) \, ds \right|
\]

\[
= \left| \sum_{e \in \mathcal{E}_h} \int_e \left( \nabla u - P_{e}^k - 1(\nabla u) \cdot ([v_h] - P_{e}^0([v_h])) \right) \, ds \right|
\]

\[
\leq \sum_{e \in \mathcal{E}_h} \|\nabla u - P_{e}^k - 1(\nabla u)\|_{0, e} \| [v_h] - P_{e}^0([v_h])\|_{0, e},
\]  

(4.4)

where \( P_{e}^\ell : L^2(e) \rightarrow \mathbb{P}^\ell(e) \) is the \( L^2 \)-orthogonal projection onto the space \( \mathbb{P}^\ell(e) \) for \( \ell \geq 0 \).

Using now standard approximation estimates (see [18]) we have for each \( e = \partial K^+ \cap \partial K^- \),

\[
\|\nabla u - P_{e}^k - 1(\nabla u)\|_{0, e} \leq C h^{\min(s, k) - 1/2} \sqrt{\|u\|_{s+1, K^+ \cup K^-}},
\]

\[
\|[v_h] - P_{e}^0([v_h])\|_{0, e} \leq C h^{1/2} \|\nabla v_h\|_{0, K^+ \cup K^-}.
\]

Hence, substituting the above estimates into (4.4) and summing over all elements, the proof is concluded. \( \square \)

**Remark 4.2.** To obtain at least an estimate of first order of the term \( N_h(u, v) \), notice that the proof of Lemma 4.1 requires further regularity (at least \( u \in H^2(\Omega) \)) than the one that problem (2.1)-(2.2) might have (as for instance in the case \( f \in H^{-1}(\Omega) \) or even \( f \in L^2(\Omega) \) and the domain not convex or with a second order problem with a jumping coefficient \( \Pi \)). We have followed the classical line for the error analysis to keep the presentation of the method simpler. Of course one might consider the extension of the results in [25] to estimate the nonconformity error arising in the nonconforming virtual approximation. We wish to note though, that such extension will require to have laid for virtual elements, some results on
a-posteriori error estimation. While that would be surely possible and it might merit further
investigation, it is out of the scope of this paper and we feel that by sticking to the present
proof, we are able to convey in a better way (and with a neat presentation) the novelty and
new idea of the paper.

We have the following result.

**Theorem 4.1.** Let \((A0)\) be satisfied and let \(u\) be the solution of (2.3). Consider the non-
conforming virtual element method in (3.1), with \(V_h^k\) given in (3.9) and with \(a_h(\cdot,\cdot)\) and
\(f_h \in (V_h^k)'\) defined as in Section 3. Then, problem (3.1) has a unique solution \(u_h \in V_h^k\). Moreover, for every approximation \(u_I \in V_h^k\) of \(u\) and for every piecewise polynomial approx-
ation \(u_\pi \in P^k(T_h)\) of \(u\), there exists a constant \(C > 0\) depending only on \(\alpha_*\) and \(\alpha^*\) in
(3.26) such that the following estimate holds

\[
|u - u_h|_{1,h} \leq C(|u - u^I|_{1,h} + |u - u_\pi|_{1,h} + \sup_{v_h \in V_h^k} \frac{|f - f_h, v_h|}{|v_h|_{1,h}} + \sup_{v_h \in V_h^k} \frac{N_h(u, v_h)}{|v_h|_{1,h}}).
\]

Furthermore, if \(f \in H^{s-1}(\Omega)\) with \(s \geq 1\), then we also have

\[
|u - u_h|_{1,h} \leq Ch^{\min(k,s)}(\|u\|_{1+s,\Omega} + \|f\|_{s-1,\Omega}).
\]

**Proof.** We first establish the existence and uniqueness of the solution to (3.1). From (3.27),
(3.26) and (2.5) we easily have coercivity and continuity of the global discrete bilinear form
in \(H_\text{nc}^1(T_h; k)\) (and in particular in \(V_h^k \subset H_\text{nc}^1(T_h; k)\)),

\[
a_h(v, v) \geq \alpha_* a(v, v) \geq C_s \alpha_* |v|_{1,h}^2 \quad \forall v \in H^1_\text{nc}(T_h; k),
\]

\[
|a_h(u, v)| \leq \alpha^* |u|_{1,h} |v|_{1,h} \quad \forall u, v \in H^1_\text{nc}(T_h; k).
\]

With \(f_h \in (V_h^k)'\) and the Poincaré inequality (2.8), a direct application of Lax-Milgram the-
orem guarantees existence and uniqueness of the solution \(u_h \in V_h^k\) of (3.1).

We now prove the error estimate. We first write \(u - u_h = (u - u^I) + (u^I - u_h)\) and use
triangle inequality to bound

\[
|u - u_h|_{1,h} \leq |u - u^I|_{1,h} + |u_h - u^I|_{1,h}.
\]

The first term can be estimated using the standard approximation (3.16) and so it is enough
to estimate the second term on the right hand side above. Let \(\delta_h = u_h - u^I \in V_h^k\). Using
the continuity (3.27) and the $k$-consistency several times

$$
\alpha_s|\delta_h|_{1,h}^2 = \alpha_s a(\delta_h, \delta_h) \leq a_h(\delta_h, \delta_h)
= a_h(u_h, \delta_h) - a_h(u^I, \delta_h)
= (f_h, \delta_h) - \sum_{K \in T_h} a^K_h (u^I - u_\pi, \delta_h) - \sum_{K \in T_h} a^K_h (u_\pi, \delta_h)
= (f_h, \delta_h) - \sum_{K \in T_h} a^K_h (u^I - u_\pi, \delta_h) - \sum_{K \in T_h} a^K (u_\pi, \delta_h)
= (f_h, \delta_h) - \sum_{K \in T_h} a^K_h (u^I - u_\pi, \delta_h) + \sum_{K \in T_h} a^K (u - u_\pi, \delta_h) - a(u, \delta_h)
= (f_h, \delta_h) - (f, \delta_h) - \mathcal{N}_h(u, \delta_h) - \sum_{K \in T_h} a^K_h (u^I - u_\pi, \delta_h)
$$

(4.9)

$$
+ \sum_{K \in T_h} a^K (u - u_\pi, \delta_h)
$$

where in the last step we have used (4.1) to introduce the consistency error. The proof is then concluded by estimating each of the terms in the right hand side above and substituting in (4.8). Last part of the theorem, follows by using Lemma 4.1 and the approximation estimates (3.13) and (3.16) to bound the terms on the right hand side of (4.5).

□

Remark 4.3. Theorem 4.1 is the corresponding abstract result to [9, Theorem 3.1]. As commented before, the term $\mathcal{N}_h$ measures the extent to which the continuous solution $u$ fails to satisfy the virtual element formulation (3.1); measures the non-conformity of the approximation. In this respect, this result could be regarded as the analog for the VEM of the Strang Lemma for classical FEM.

4.1. $L^2(\Omega)$-error analysis. We now report the $L^2$ error analysis of the proposed nonconforming VEM. It follows closely the $L^2$-error analysis for classical nonconforming methods.

**Theorem 4.2.** Let $\Omega$ be a convex domain and let $T_h$ be a family of partitions of $\Omega$ satisfying (A1)-(A3). Let $k \geq 1$ and let $u \in H^{s+1}(\Omega)$, $s \geq 1$ be the solution of (2.3) and let $u_h \in V^K_h$ be its non-conforming virtual element approximation solving (3.1). Then, there exists a positive constant $C$ depending on $k$, the regularity of the mesh and the shape of the domain such that

$$
\|u - u_h\|_{0,T_h} \leq Ch(|u - u_h|_{1,h} + |u - u_\pi|_{1,h}) + C(h^{2k+1})\|f - f_h\|_{0,\Omega}
$$

(4.10)

where $k = \max\{k - 2, 0\}$.

**Proof.** We consider the dual problem: find $\psi \in H^2(\Omega) \cap H^1_0(\Omega)$ solution of

$$
-\Delta \psi = u - u_h \quad \text{in} \quad \Omega, \quad \psi = 0 \quad \text{on} \quad \partial \Omega.
$$

From the assumptions on the domain, the elliptic regularity theory gives the inequality $\|\psi\|_{2,\Omega} \leq C\|u - u_h\|_{0,\Omega}$ where $C$ depends on the domain only through the domain’s shape.
Let \( \psi^I \in V_h^k \) and \( \psi_\tau \in P^k(\mathcal{T}_h) \) be the approximations to \( \psi \) satisfying (3.16) and (3.13). Then, integrating by parts we find
\[
\| u - u_h \|_{0, \mathcal{T}_h}^2 = \int_{\Omega} \Delta \psi (u - u_h) \, dx \\
= \sum_{K \in \mathcal{T}_h} \int_K \nabla \psi \cdot \nabla (u - u_h) \, dx + \sum_{K \in \mathcal{T}_h} \int_{\partial K} \frac{\partial \psi}{\partial n} (u - u_h) \, ds \\
(4.11) \\
= a(\psi - \psi^I, (u - u_h)) + a(\psi^I, (u - u_h)) + \mathcal{N}_h(\psi, u - u_h) .
\]

We now estimate the three terms above. The estimate for the first one follows from the continuity of \( a(\cdot, \cdot) \) together with the approximation properties (3.16) of \( \psi^I \) and the a-priori estimate of \( \psi \)
\[
|a(\psi - \psi^I, u - u_h)| \leq C |\psi - \psi^I|_{1,h} |u - u_h|_{1,h} \leq Ch \| u - u_h \|_{0, \mathcal{T}_h} |u - u_h|_{1,h} .
\]

Last term is readily estimated by means of Lemma 4.1 with \( k = s = 1 \) (since obviously \( u - u_h \in H^{1,nc}(\mathcal{T}_h;1) \), giving
\[
|\mathcal{N}_h(\psi, u - u_h)| \leq Ch \| \psi \|_{2,\Omega} |u - u_h|_{1,h} \leq Ch \| u - u_h \|_{0, \mathcal{T}_h} |u - u_h|_{1,h} .
\]

To estimate the second term in (4.11) we use the symmetry of the problem together with (3.1) and (4.1) to write
\[
a(\psi^I, u - u_h) = a(u, \psi^I) - a(u_h, \psi^I) \\
= \mathcal{N}_h(u, \psi^I) + \langle f, \psi^I \rangle - a(u_h, \psi^I) + a_h(u_h, \psi^I) - a(h, u_h, \psi^I) \\
= \mathcal{N}_h(u, \psi^I) + \langle f - f_h, \psi^I \rangle + (a_h(u_h, \psi^I) - a(u_h, \psi^I)) \\
(4.12) \\
= T_0 + T_1 + T_2
\]

To conclude we need to estimate each of the above terms. For the first one, we first notice that from the definition (4.2) and the regularity of \( \psi \), one obviously has \( \mathcal{N}_h(u, \psi) = 0 \). Hence, a standard application of Lemma 4.1 together with the approximation properties (3.16) of \( \psi^I \) and the a-priori estimate of \( \psi \), gives
\[
|T_0| = |\mathcal{N}_h(u, \psi^I)| = |\mathcal{N}_h(u, \psi^I - \psi)| \leq Ch_{\min(k,s)} \| u \|_{s+1,\Omega} |\psi^I - \psi|_{1,h} \\
(4.13) \\
\leq Ch_{\min(k,s)+1} \| u \|_{s+1,\Omega} \| u - u_h \|_{0, \mathcal{T}_h} .
\]
The last two terms in (4.12) can be bounded as in [10]. Here, we report the proof for the sake of completeness. For \( T_1 \), using the \( L^2 \)-orthogonal projection, and denoting again \( k = \max\{k - 2, 0\} \), we find
\[
T_1 = \sum_{K \in \mathcal{T}_h} \left( \int_K (f - f_h)(\psi^I - \psi) \, dx + \int_K (f - f_h)(\psi - P_{h,K}^k(\psi)) \, dx \right) \\
\leq \| f - f_h \|_{0, \Omega} \| |\psi^I - \psi|_{0, \mathcal{T}_h} + \| \psi - P_{h,K}^k(\psi) \|_{0, \mathcal{T}_h} \)
\leq C(h^2 + h_{\min(2,k+1)}) \| f - f_h \|_{0, \Omega} \| u - u_h \|_{0, \Omega} .
(4.14)
As regards $T_2$, we use the symmetry together with the $k$-consistency property twice, and the definition of the norm (2.5)

$$T_2 = a_h(u_h, \psi^I) - a(u_h, \psi^I) = \sum_{K \in T_h} \left(a^K_h(u_h - u_\pi, \psi^I) - a^K(u_h - u_\pi, \psi^I)\right)$$

$$= \sum_{K \in T_h} \left(a^K_h(u_h - u_\pi, \psi^I - \psi_\pi) - a^K(u_h - u_\pi, \psi^I - \psi_\pi)\right)$$

$$\leq |u_h - u_\pi|_{1,h} |\psi_h - \psi_\pi|_{1,h}.$$ 

Each of the above terms can be readily estimated by adding and subtracting $u$ and $\psi$:

$$|u_h - u_\pi|_{1,h}^2 \leq \sum_{K \in T_h} \left(\|\nabla(u_h - u)\|_{0,K}^2 + \|\nabla(u - u_\pi)\|_{0,K}^2\right)$$

$$|\psi_h - \psi_\pi|_{1,h}^2 \leq \sum_{K \in T_h} \left(\|\nabla(\psi_h - \psi)\|_{0,K}^2 + \|\nabla(\psi - \psi_\pi)\|_{0,K}^2\right) \leq Ch^2 \|u - u_h\|_{0,T_h}^2,$$

where in the last step we have also used the standard approximation properties (3.13) and (3.16). With the above estimates, the bound for the term $T_2$ finally reads

$$T_2 \leq Ch\|u - u_h\|_{0,T_h}(|u - u_h|_{1,h} + |u - u_\pi|_{1,h})$$

Plugging now the estimates for $T_0, T_1$ and $T_2$ into (4.12) we finally get:

$$\|u - u_h\|_{0,T_h} \leq Ch(h^{\min(k,s)+1}\|u\|_{s+1,\Omega} + |u - u_h|_{1,h} + |u - u_\pi|_{1,h}) + C(h^2 + h^{\min(2,\delta+1)})\|f - f_h\|_{0,\Omega},$$

which concludes the proof. $\square$

5. Connection with the nonconforming MFD method [27]

In this section, we discuss relationships between the proposed nonconforming VEM and the nonconforming MFD method in [27]. Throughout this section we will use the notation of [6]. Also, we will omit the element index $K$ from all matrix symbols.

The stiffness matrix $M^{VEM}$ of the nonconforming VEM is formally defined as

$$a^K_h(u_h, v_h) = v_h^T_h M^{VEM} u_h,$$

where $v_h$ and $u_h$ are algebraic vectors collecting the degrees of freedom of functions $v_h$ and $u_h$, respectively. We enumerate the whole set of $n_{K,k}$ scaled monomials used in (3.5) and (3.6) to define the degrees of freedom by local indices $i$ and $j$ (resp., $m_i$ and $m_j$) ranging from 1 to $n_{K,k}$. 
To compute the stiffness matrix, we need two auxiliary matrices $B$ and $D$. The $j$-th column of matrix $B$, for $j = 1, \ldots, n_K$, is defined by

$$B_{1j} = \begin{cases} \int_{\partial K} \psi_j \, ds & \text{if } k = 1, \\ \int_K \psi_j \, dx & \text{if } k \geq 2, \end{cases}$$

(5.1)

$$B_{ij} = \int_K \nabla m_i \cdot \nabla \psi_j \, dx, \quad i = 2, \ldots, n_K,k.$$  

(5.2)

The $j$-th column of matrix $D$, for $j = 1, \ldots, N_K$, collects the degrees of freedom of the $j$-th monomials and is defined by:

$$D_{ij} = \chi_i(m_j), \quad i = 1, \ldots, n_K.$$  

(5.3)

Now, we consider the matrices $G = BD$, $\Pi^V = DG^{-1}B$ and $\tilde{G}$, which is obtained from matrix $G$ by setting its first row to zero. The VEM stiffness matrix is the sum of two matrices, $M^{VEM} = M_0^{VEM} + M_1^{VEM}$, which are defined by the following formula:

$$M^{VEM} = (G^{-1}B)^T \tilde{G}(G^{-1}B) + (I - \Pi^V)^T S (I - \Pi^V),$$

(5.4)

where $I$ is the identity matrix and $S$ is the matrix representation of the bilinear form $S^K$. The first matrix term corresponds to the consistency property and the second term ensures stability. According to (3.22), we can set

$$S = h^{d-2} I.$$  

(5.5)

Since the choice of $S^K$ is not unique, so is the choice of $S$; therefore, we have a family of virtual element schemes that differ by matrix $S$.

The mimetic stiffness matrix considered in [27] has the same structure, $M^{MFD} = M_0^{MFD} + M_1^{MFD}$, and the two matrices $M_0^{MFD}$ and $M_1^{MFD}$ are also related to the consistency and stability properties. In particular, matrix $M_1^{MFD}$ is given by:

$$M_1^{MFD} = (I - \Pi^\perp) U (I - \Pi^\perp),$$

(5.6)

where $\Pi^\perp = D(D^T D)^{-1} D^T$ is the orthogonal projector on the linear space spanned by the columns of matrix $D$ and $U$ is a symmetric and positive definite matrix of parameters.

Since both the VEM and the MFD method use the same degrees of freedom, they must satisfy the same conditions of consistency and stability. Moreover, the matrices $M_0^{MFD}$ and $M_0^{VEM}$ are uniquely determined by the consistency condition (the exactness property on the same set of polynomials of degree $k$); thus, they must coincide. Consequently, the virtual and mimetic stiffness matrices may differ only for the stabilization terms $M_1^{VEM}$ and $M_1^{MFD}$. The relation between $M_1^{VEM}$ and $M_1^{MFD}$ is established by the following lemma.

Lemma 5.1. (i): For any mimetic stabilization matrix of the form (5.6), we can find a matrix $S$ such that $M_1^{VEM}$ and $M_1^{MFD}$ coincide.

(ii): For any virtual element stabilization matrix as the second term in the right-hand-side of (5.4), we can find a matrix $U$ such that $M_1^{MFD}$ and $M_1^{VEM}$ coincide.
Proof. (i) A straightforward calculation shows that
\( \Pi^\nabla \Pi^\perp = \Pi^\perp, \quad (\Pi^\nabla)^T \Pi^\perp = (\Pi^\nabla)^T, \quad \Pi^\perp \Pi^\nabla = \Pi^\nabla. \)
We take \( S = M_1^{\text{MFD}}. \) Using (5.7) yields:
\[ M_1^{\text{VEM}} = (I - \Pi^\nabla)^T (I - \Pi^\perp) U (I - \Pi^\perp) (I - \Pi^\nabla) = M_1^{\text{MFD}}. \]

(ii) The relations in (5.7) imply that \( (I - \Pi^\perp) (I - \Pi^\nabla)^T = (I - \Pi^\nabla)^T. \) The assertion of the lemma follows by taking \( U = (I - \Pi^\nabla)^T S (I - \Pi^\nabla) = M_1^{\text{VEM}}. \)

\[ \square \]

Remark 5.2. An effective and practical choice in the mimetic technology (see [27]) is provided by taking \( U = \rho I \) where \( \rho \) is a scaling factor defined as the mean trace of \( M_0^{\text{MFD}}. \) This implies that \( M_1^{\text{MFD}} = \rho (1 - \Pi^\perp). \)

6. Conclusions

In this work, we introduced the non-conforming virtual element method (VEM) for an elliptic equation. The VEM allows us to build arbitrary order schemes on shape-regular polygonal and polyhedral meshes that may include non-convex and degenerate elements. In contrast to the classical non-conforming finite element methods, the construction of the VEM is done at once for any degree \( k \geq 1 \) and any element shape. Another advantage of the virtual element framework is ability to carry out theoretical analysis for complex meshes reusing many existing functional analysis tools. We have shown the optimal convergence estimates in the energy and \( L^2 \) norms. We also established an algebraic equivalence of the VEM and the mimetic finite difference method from [27].
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